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Abstract

This work concerns a biologically-inspired approach to self-assembly and
pattern formation in multi-robot systems. In previous work the authors have
recently studied two different approaches to multi-robot control, one based
upon the evolution of controllers modelled as genetic regulatory networks
(GRNs), and the other based upon a model of self-organisation in aggregates
of biological cells mediated by cellular adhesion molecules (CAMs). In the
current work, a hybrid GRN-CAM controller is introduced, which captures
the advantages, and overcomes the disadvantages, or both of the original
controllers; it combines the adaptability of the evolutionary process with
the robustness of an underlying self-organising dynamics. The performance
of the new controller is investigated and compared with the previous ones.
For example, one experiment involves the evolution of a robot cluster that
can stably maintain two different spatial patterns, switching between the two
upon sensing an external signal. Another experiment involves the evolution
of a cluster in which individual robots develop differentiated states despite
having indentical controllers (which could be used as a starting point for
functional specialisation of robots within the cluster). The results show that
the combined GRN-CAM controller is more flexible and robust than either
the GRN controller or the CAM controller by itself, and can produce more
complex spatiotemporal behaviours. The GRN-CAM controllers are also
potentially portable to robotic systems other than those for which they were
evolved, as long as the new system implements the underlying CAM model
of self-organisation. Some technical issues regarding the implementation of
the GRN and joint GRN-CAM systems are also discussed, including the
use of “smart mutation” operators to improve the speed of evolution of
GRNs, and evolving the rate of dynamics of the GRN controller to suit the
particular task in hand.

Keywords: Multi-robot control, pattern formation, genetic regulatory
networks, cellular adhesion molecules, evolution, self-organisation
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1 Introduction

The work described here is part of our ongoing research into automated tech-
niques for producing distributed controllers for multi-robot systems (see [Øster-
gaard et al., 2005]).

There has been much interest in multi-robot systems in recent years, due to
their potential advantages in many applications over more traditional, monolithic
architectures [Arai et al., 2002]. The goal is to design systems that can achieve
their task more reliably, faster and/or cheaper than could an individual robot. The
general challenge for multi-robot control is to develop controllers for the individual
robots such that the group as a whole is able to coordinate to perform the desired
higher-level task.

In the current work we are specifically interested in multi-robot systems com-
prising a large number of fairly simple robots with limited individual capacity
for sensing, actuation and communication. The target hardware is described in
Section 2.

Several studies have been reported recently on the design of distributed con-
trollers for systems of this type (e.g. [Holland and Melhuish, 1999, Nembrini et al.,
2002, Wawerla et al., 2002, Fredslund and Matarić, 2002, Şahin et al., 2002]).
However, most of these controllers are specific for a particular task; to perform a
different task the controller would have to be redesigned by hand.

In previous work, we have investigated the use of genetic algorithms to evolve
controllers for the robots, rather than designing them by hand [Taylor, 2004]. The
controllers were partially inspired by the mechanisms for coordinated action in
bacteria [Greenberg, 2003]; their design was based upon genetic regulatory net-
works (GRNs), which have a number of desirable properties in this context (e.g.
the existence of multiple stable attractors in their dynamics, the ability to differ-
entiate, and a high degree of robustness [Reil, 1999]). Other work has employed
evolutionary algorithms to generate neural network controllers for multi-robot sys-
tems (e.g. [Quinn et al., 2003, Trianni et al., 2004]). Although each of these studies
has achieved some success, there is no guarantee that these evolutionary methods
will produce particularly general controllers which continue to work in conditions
unseen during the evolutionary process (e.g. a change in the number of robots, or
an increase in environmental perturbations).

In other recent work, we have also experimented with an alternative approach
to developing distributed controllers for pattern formation [Ottery and Hallam,
2004]. This approach is modelled on the self-organising properties of biological
cells mediated by the selective expression of cellular adhesion molecules (CAMs)
on a cell’s membrane. One type of CAM will selectively adhere to specific other
types present on the membranes of neighbouring cells, with groups of cells self-
organising to form the most thermodynamically stable configuration. Our CAM
controller treats robots as artificial cells with virtual membranes and artificial cell
adhesion molecules (A-CAMs). Our experiments have shown that the approach
can generate robust pattern formation behaviour with the ability for self-repair.
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Both of these approaches to the control of multi-robot systems (i.e. evolution
and self-organisation) have distinct advantages, and disadvantages, which are in
many ways complementary. In the work described here, we show how the two ap-
proaches can be combined in an attempt to capture the advantages, and overcome
the disadvantages, of both. The idea is that the GRN controller no longer directly
controls a robot’s movements, but instead controls the expression of A-CAMs.
From the point of view of the GRN controller, by adding the CAM model we
should be able to produce more robust controllers because we are evolving control
for a system which already has self-organisational properties. In addition, the de-
sign of the controller becomes more portable, because the GRN is interfacing with
the CAM model rather than directly with the robot’s actuation systems. From the
perspective of the CAM controller, the addition of GRN-mediated expression of
A-CAMs allows us to produce more complex patterns of behaviour (both spatially
and temporally), including the possibility of reacting to external conditions.

The rest of the paper is organised as follows. A brief description of the tar-
get hardware platform, and of the simulation software used in the experiments
reported here, is presented in Section 2. The controller design is described in Sec-
tion 3, including a summary of the original GRN and CAM controllers (Sections 3.1
and 3.2), followed by a description of the combined controller (Section 3.3). De-
tails of the genetic algorithm used to evolve the controllers, including the “smart
mutation” mechanism used to improve results, are presented in Section 4. The ex-
periments we have conducted to test the new controller are described in Section 5,
followed by results and analysis in Section 6. Finally, a discussion of the results
and of future research directions is presented in Section 7. An appendix lists the
default parameter values used in the experiments.

2 Robot Hardware and Simulation

This work was conducted as part of a project to develop distributed controllers
for a group of real underwater robots called HYDRONs (see [Taylor, 2004, Øster-
gaard et al., 2005]). Each HYDRON unit is a sphere of approximately 11cm
diameter, with control of translational movement in three dimensions (provided
by a system for impelling/ejecting water for horizontal movement, and a buoy-
ancy control system for vertical movement). The units also have integrated depth
sensors. Inter-unit communication is provided by a set of eight directional optical
transmitters and receivers arranged around the HYDRON’s surface. Computing
power is provided by an onboard Intel 33MHz 386EX processor with 512Kb RAM
and 1Mb Flash disk. Power for all onboard systems is provided by two lithium-
ion-polymer battery packs, making the units completely autonomous. At the time
the experiments reported here were conducted, the HYDRON hardware had been
through a series of prototype stages, and 20 units of the final design were in the
process of being manufactured. The final hardware design is shown in Figure 1.
As we did not have access to the finished hardware, the current experiments were
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Figure 1: A single HYDRON robot.

conducted in simulation, with the expectation that future work will be conducted
on the real robots. For speedy execution we used a simplified two-dimensional sim-
ulation (see [Ottery and Hallam, 2004, Ottery, 2006]), although this still models
fluid forces on the robots with reasonable accuracy.1 The sensory, communication
and actuation abilities of the simulated robots are based upon the specifications of
the real HYDRONs, although in the 2D case we model four communication sites,
rather than eight, equally spaced around the robot’s circumference.

3 Controller Design

As mentioned in Section 1, the combined GRN-CAM controller that is the focus
of the current study came about through the combination of two previous lines
of research. One line concerned the evolution of GRN controllers that interfaced
directly with the robots’ control systems, and the other concerned a CAM-based
controller for pattern formation. In the following sections we summarise the designs
of the individual GRN and CAM controllers (Sections 3.1 and 3.2 respectively),
then describe the combined controller (Section 3.3).

1Subsequent work with the CAM controller has demonstrated that the self-organising be-
haviour produced in the 2D model transfers successfully to a 3D model [Ottery, 2006].
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Sensory Docking sensor, [Depth sensor]
Signalling Optical transmitters and receivers
Actuation Move left, right, forward, backward, [up], [down]

Table 1: Agent capabilities used by the controller. Square brackets indicate capa-
bilities used in 3D simulations, but not in the 2D simulations reported here.

3.1 GRN Controller

The two major factors that influenced the GRN controller design were the spec-
ifications of the real hardware, and the analogy to biological genetic regulatory
networks. It was assumed that each agent has a basic set of sensory, signalling and
actuation capabilities. The particular set of capabilities assumed in the current
work—which match the specifications of the real HYDRON units—is detailed in
Table 1, although the design of the controller is such that the set can be easily
modified.

The controller for each agent comprises:

• A genome. This is a variable length integer string which may encode infor-
mation about a number of genes.

• A cytoplasm. This contains a variety of proteins located at discrete diffusion
sites. The locations of these sites correspond with the optical communication
sites on the robots, so the real robots have eight, and the 2D simulated robots
used in these experiments have four.

Each gene produces a specific type of protein when expressed. The expression
of each gene is controlled by a set of enhancer proteins and a set of inhibitor
proteins. This sets up the essential ingredients of the regulatory network; genes
produce proteins, and proteins control the expression of genes.

Proteins act as the interface between the genome and the physical environment.
In addition to controlling gene expression, some types of protein also interface
with the robot’s sensory, signalling and actuation capabilities. Protein action is
described in more detail in Section 3.1.2. When a gene produces a protein, it
is released into the cytoplasm at one of the diffusion sites (the specific site of
deposition being under genetic control).

A summary diagram of the controller design is shown in Figure 2. Further
details are presented in the follwing sections.

3.1.1 Genome and Gene Structure

A genome is a variable length string of digits from the set {0 . . . 3}. A subsection
from an example genome is shown in Figure 3. When a new genome is created, it is
scanned from beginning to end in order to identify what genes it encodes. Specific
consecutive sequences of digits in the genome (called gene promoter sequences)
signify the start of a gene. The region starting at the end of the previous gene (or,
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Figure 2: Summary of the GRN Controller design.

in the case of the first gene, the start of the genome) up to the digit immediately
preceding the promoter sequence is the regulatory region for that gene.

The regulatory region is scanned for information regarding enhancer and in-
hibitor proteins for the gene. The presence of enhancer proteins in the cytoplasm
increases the activation of a gene, while inhibitor proteins decrease activation. An
enhancer protein is encoded by a fixed length sequence of digits in the regulatory
region, starting with a specific enhancer promoter sequence, followed by an en-
coding of the particular protein. Likewise, inhibitors are identified by a specific
inhibitor promoter sequence, followed by the protein specification.

A fixed number of digits immediately following the gene promoter sequence
encode the gene itself (see Figure 4 for an example). The gene encodes information
about the type of protein it produces when expressed, its output function (see
below), and a specification of how the product protein is to be distributed across
the different diffusion sites in the cytoplasm.

Four different output functions are available (as shown in Figure 4), which
relate the total concentration of regulators (i.e. total current cytoplasmic concen-
tration of all enhancers for this gene minus total concentration of all inhibitors)
to the degree of gene activation. The form of the function is further refined by
the Output Function Parameter, which specifies the position of the step or the
gradient of the function as appropriate.

Four different product placement schemes are available: place product at the
site with the highest concentration of a specific signal protein (Scheme 0), place
product at the site with the lowest concentration of a specific signal protein
(Scheme 1), distribute product across all sites (Scheme 2), or place product at
a specific diffusion site (Scheme 3). The Product Placement Parameter specifies
the specific site or the specific signal protein as appropriate.
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Gene 1

Gene 4
20321220001110000012010230333022101102013 

11231111222212300202220111203020101220201
Gene 3

23021102332010223022110320302030200033322
Gene 2

02032211230322210203300020302110233320321

E4

E3E3E3E3

I2

I2E2

I1
31211030230203010300203302030203020302030

E1

Figure 3: An example of a subsection of the genome. The genome is a string of
base 4 integers, and proteins are specified by a string of 3 digits (so 64 different
kinds of protein are available). The gene promoter sequence is 010, the enhancer
promoter sequence is 12 and the inhibitor promoter sequence is 23. En and In
are labels for enhancers and inhibitors, respectively, for Gene n. So the expression
of Gene 1, for example, is enhanced by protein 20 (110 in base 4 notation), and
inhibited by protein 8 (020 in base 4 notation).

Output Function ParamOutput Function

Product Type

Product Placement

Product Placement Param

output functions

Gradient Below Zero

Step Below ZeroStep Above Zero

Gradient Above Zero

300203302

0

2

1

3

Figure 4: The structure of a gene. In this example, the gene produces protein 48
(300 in base 4 notation) when expressed. It has a Gradient Above Zero output
function (2) with gradient 3 (03). The product is deposited at a specific diffusion
site (3), which is site number 2 (02).
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Figure 5: Movement vectors associated with the diffusion sites in the GRN-only
controller.

3.1.2 Protein Action

As mentioned in the previous section, proteins are specified in the genome by a
string of three digits, so 64 different kinds of protein are available (labelled 0–63).

Any of these proteins can potentially act as an enhancer or an inhibitor of gene
expression if they are specified in the regulatory region for a gene. Additionally,
some proteins act as interfaces to the physical robot, either as actuation proteins
or sensory proteins. The number of different actuation and sensory proteins, and
the external events to which they are related, will depend upon the actual agent
being controlled. In the present context, the agents are simulated HYDRON units,
and the actuation and sensory proteins used are as follows.

Actuation Proteins Only one type of actuation protein is used, for movement.
When these collect at a diffusion site, they cause the agent to attempt to move
in that direction. The agent’s overall movement depends on the distribution of
movement proteins across each of its diffusion sites. Specifically, each diffusion
site (d ∈ D) is linked with movement in a particular direction along the principle
axes of the robot (see Figure 5). These movement vectors (M) are then scaled by
the summed concentration of 16 predefined actuation proteins (A) at the respective
diffusion site giving a desired movement in each direction. A final movement vector
(F ) is then calculated from these four scaled values, and the HYDRON’s actuation
system is activated accordingly:

F =
∑

d∈D

Md

∑

a∈A

Conc(a, d) (1)

In the GRN-only experiments reported in Section 6, proteins 32–47 were used
for actuation.
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Sensory Proteins The sensing mechanisms made available to the GRN-only
controller include external protein diffusion and a local neighbours sensor.2 The
external diffusion mechanism provides crude information about the distance and
direction of neighbouring robots by using the local communication system to allow
a specific protein (p) to diffuse between them. This is achieved by associating each
diffusion site with one of the four transmitter/receiver pairs located on the robot’s
surface. When the externally diffusing protein is expressed at one of the sites (i),
a signal is broadcast from the associated transmitter to indicate the amount of the
protein that is diffusing from the site (E). The local concentration of the protein
(Cp) is also adjusted accordingly:

Cp(i, t + 1) = (1 − e)Cp(i, t) (2)

Ep(i, t) = eCp(i, t) (3)

where e is the external diffusion constant (0 < e < 1).
Likewise, when one of the sensors detects an incoming signal from a neighbour-

ing robot, the level of the protein is increased at the sensor’s associated diffusion
site (j). The increase is a function of the concentration value encoded in the signal
and the distance (d) that the signal has travelled:

Cp(j, t + 1) = Cp(j, t) +
kT

d2
Ep(i, t) (4)

where kT is the predefined transmission coefficient (0.0009 in these experiments).
The local neighbours sensor increases the concentration of a specific protein

at all the diffusion sites, by an amount proportional to the number of robots (n)
within communication range:

Cp(t + 1) = Cp(t) +
n

N
(5)

where N scales the value appropriately.3 This sensor is included to help approx-
imate the sensing abilities of the combined GRN-CAM controller such that both
controllers have reasonably equivalent abilities.

The specific protein actions for the GRN controller are summarised in Table 2
(left-hand side).

3.1.3 Protein Dynamics

The proteins in the cytoplasm are subject to attenuation and diffusion dynamics.
The concentration Cp(i, t) of any protein p at any diffusion site i decays over time,

Cp(i, t + 1) = kCp(i, t) (6)

2In previous experiments with the GRN-only controller using a 3D simulator of the HYDRONs
[Taylor, 2004], we also included a depth sensor mechanism. This was not included in the 2D
simulations reported here.

3This value can be manually tuned to adjust the sensitivity. A value of 4 was used in these
experiments.
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GRN-Only Controller Combined GRN-CAM Controller

Proteins Description Proteins Description

0 External diffusion protein
32-47 Actuation proteins 36-47 A-CAM expression proteins

48 Local neighbours sensor 48-59 A-CAM bonding proteins

Table 2: Summary of the specific protein actions in each controller.

where k is the attenuation constant (0 < k < 1).
There are two types of diffusion, internal (within the cytoplasm of a single

agent) and external (between agents). All proteins undergo internal diffusion,
where the concentration at one site diffuses to neighbouring sites over time. For
each protein p at site i, the change in concentration at that site, and at each of
its neighbouring sites j (where the set of neighbours to site i is denoted Ni, with
cardinality |Ni|) is given by:

Cp(i, t + 1) = (1 − d)Cp(i, t)

Cp(j, t + 1) = Cp(j, t) +
dCp(i, t)

|Ni|
(j ∈ Ni) (7)

where d is the internal diffusion constant (0 < d < 1). In our experiments, the
neighbours of each site were defined as the nearest site in a clockwise direction
around the HYDRON’s circumference, and the nearest site counterclockwise, so
each site has two neighbours.

A subset of proteins also undergoes external diffusion, as explained in the
previous section.

Combining all of the above, the overall dynamics of proteins in the cytoplasm
can therefore be expressed as follows:

C ′
p(i, t + 1) = k(1 − d)(1 − e)Cp(i, t) +

∑

j∈Ni

dCp(j, t)

|Ni|

+ Gp(i, t) + Sp(i, t) + Ip(i, t) (8)

Cp(i, t + 1) = min(C ′
p(i, t + 1), 1) (9)

where Gp(i, t) is the total amount of protein p produced at diffusion site i at time
t by gene action, Sp(i, t) is the amount produced by sensory proteins (which will
be n

N
if protein p is a sensory protein, or zero otherwise; see Section 3.1.2), and

Ip(i, t) is the total amount diffusing into the agent at site i from external sources
(i.e. the sum of all incoming Ep signals if protein p is an external diffusion protein,
or zero otherwise; see Section 3.1.2). The min function in Equation 9 places a
ceiling of 1 on the maximum amount of each type of protein stored at each site.
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Figure 6: Two equilibrium states proposed by the Differential Adhesion Hypothesis.

3.2 CAM Controller

The CAM controller was inspired by the robust self-organisation which is ob-
served when aggregates of certain cell types are combined. Instead of remaining
distributed at random, a degree of sorting takes place, causing the cells to form
hierarchical patterns of coherent homotypic cells.

The leading hypothesis which explains this behaviour is the “differential ad-
hesion hypothesis” proposed by Steinberg [Steinberg, 1963]. This states that cells
rearrange to minimise their free energy and thus form the most thermodynamically
stable configuration.

For example, if two cell types (A and B) are mixed, initially the bonding
between the cells will be random. However, if there exists a difference in the
strength of the bonds then a gradual selection of the strongest bonds will cause the
cells to rearrange into a more stable configuration. More specifically, if homotypic
(A-A, B-B) bonds are stronger than heterotypic bonds (A-B) the cells will attempt
to sort into pure populations of the different types (Figure 6(a)). If, however, the
A-A bonds are stronger than the A-B bonds which are in turn stronger than the
B-B bonds, then the A cells will migrate centrally while the B cells form a shell
around them (Figure 6(b)).

The CAM controller approximates this behaviour by using the communication
system of simple robotic units with specifications similar to the HYDRONs (ref-
ered to as A-Cells or Artificial Cells), to model virtual membranes and adhesions
between these membranes. The resulting attractions and repulsions the A-Cells
experience are then modelled as physical movements which drive the virtually
bonded aggregate to some desired equilibrium configuration.

The following sections summerise the key aspects of the controller and their
relationship to the hardware. A fully detailed description of the system can be
found in [Ottery, 2006].

3.2.1 Communication

The communication system employed by the A-Cells is relatively simple. Each A-
Cell continually broadcasts a single transmission signal, with a limited range, from
each of its transmitters. This signal contains both information relating directly to
the broadcasting A-Cell and a list carrying information aimed at individual cells
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in the system.
In addition to data transfer the transmission signal also allows A-Cells to de-

termine an approximate position of their neighbours. The intensity of the signal
gives a crude indication of the distance it has travelled while the set of detectors
that are receiving the signal indicate the general direction of the source.

3.2.2 Membrane Model

One of the most important structures in living cells is the deformable membrane
which surrounds the cell nucleus. The CAM controller provides a very simple
approximation of such a membrane by using the A-Cells’ communication system
to create a virtual force field which extends some distance from the actual A-Cell
hull. Like a fluid membrane this force field behaves like a viscous spring, resisting
compression from similar force fields generated by neighbouring A-Cells with a
force proportional to the speed of the compression.

R = (a ∗ m) + (d ∗ v) (10)

where R is the repulsion force acting along the line joining the two A-Cell centres
(Kgms−2), a the area of membrane (m2) that has been compressed, m the repulsion
factor (Kgm−1s−2, a system parameter), d the damping coefficient (Kgs−1, also a
system parameter) and v is the estimated relative velocity (ms−1) concerned along
the line joining their centres.

Each A-cell transmits to its neighbours the radius of its physical hull and the
distance its membrane (virtual force field) extends from this hull. Therefore, by
comparing the approximate distance of neighbouring A-Cells with their relative
sizes, an A-Cell can detect membrane collisions and estimate the area of mem-
brane that has been compressed. Also, by monitoring how the distance of each
neighbouring A-Cell changes over time it is possible to calculate their relative
speeds, and thus the viscous component of the repulsive force.

To ensure that two colliding A-Cells experience an equal and opposite repulsive
force some further communication is required. Each of the colliding A-Cells add
the repulsive force they calculated to their transmission signal along with the ID
of the A-Cell involved in the collision. Each A-Cell can then simply average its
own calculated value with that of the other giving equivalent results.

One flaw with this simple model is that each membrane collision is considered
separately. Therefore, it is possible for the same area of membrane to collide
with more than a single other membrane simultaneously. However, the principal
repulsive behaviours of the membrane remain consistent.

3.2.3 A-CAMs

The membranes of real cells use Cellular Adhesion Molecules (CAMs) to form
bonds which are both reversible and selective. We attempt to model these key
properties through the use of A-CAMs. Like CAMs, the A-CAMs are capable of
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both homotypic or heterotypic binding. However, unlike some real CAMs each A-
CAM may only bond with a single type. This greatly simplifies the implementation
without restricting the power of the model.

When the A-CAMs form bonds they produce a small attractive force pulling the
two areas expressing the A-CAMs closer together. Thus bonded A-Cell membranes
are pulled together until the attractive force is balanced by the repulsive force
generated by the compression.

When two areas of real cell membrane come into contact, only some subset of
the CAMs on each membrane will be close enough to CAMs on the other membrane
to allow them to bond. The size of this subset is dependent on both the number
of CAMs on each area of membrane and the strength of the bond between the
CAMs. Greater surface densities of CAMs will increase the chance that any two
are facing each other and a greater bond strength will allow the CAMs to seek
each other out more assiduously. To express these relationships with the A-CAMs
we constructed the following equation which satisfies all the observed constraints
when relating numbers of available A-CAMs to numbers that bond (N).

N = min(Aα1, Aβ2) sigmoid

(

m(α, β)kB +
(Aα1 − Aβ2)

2

Aα1 ∗ Aβ2

)

(11)

where Aα1 is the number of A-CAMs of type α on the contact area of membrane 1,
Aβ2 is the corresponding number of type β A-CAMs on contact area of membrane
2, m(x, y) is the attractive force between A-CAMs of type x and y and kB is a
system parameter that controls the influence of the bonding strength on bonding
numbers.

3.2.4 Adhesion Sites

The A-Cell membrane model allows the same area of membrane to be in contact
with more than a single other membrane simultaneously (see Section 3.2.2). How-
ever, to achieve more realistic selective bonding, the bonding of each area should
be restricted to only one of the membranes in contact.

This is achieved by dividing the membrane surface into a number of equally
sized patches or adhesion sites, such that each adhesion site can only bond with a
single membrane. If an adhesion site comes into contact with more than a single
membrane it makes a probabilistic decision as to with which it should bond. This
decision is based on the estimated bond strength of a bond between a unit area of
each membrane. To calculate this value, each A-Cell includes in its transmission
signal the surface density of every A-CAM it is expressing. These values can then
be compared with those of any A-Cell in contact and the estimated bond strength
can be calculated.

Having established which adhesion sites wish to bond on each membrane it is
then necessary to calculate the number of A-CAMs this represents. As we assume
that any A-CAMs being expressed are evenly distributed across the membrane
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surface this is relatively straightforward. Once calculated, these values are com-
municated between the colliding A-Cells by including them in their respective
transmission signals. Each A-Cell then compares each pair of bonding A-CAMs
in turn and calculates the total attractive force that will be produced.

This algorithm makes the following two simplifications: (1) it is assumed that
adhesion sites that decide to bond on two colliding membranes appose each other.
However, it is clear that this might not be the case; and (2) adhesion sites which
decide to bond to a specific membrane are not reallocated if unused. Avoiding these
simplifications would require far more complexity and would greatly increase the
communication required between A-Cells.

3.2.5 Random Motion

It has been demonstrated that random cell movements resulting from membrane
ruffling (localised expansions and contractions of the cell membrane) may increase
local exploration and allow cells to discover membranes with which they may bond
more strongly [Mombach and Glazier, 1996, Rieu et al., 1998]. As our simple model
of the cell membrane is a uniform sphere, the exact nature of the ruffling cannot
easily be reproduced. However, the result of this phenomena is simply that the
cells make small random movements. Therefore, an equivalent behaviour can be
achieved by adding some random component directly to the A-Cell movements. In
the A-Cell model this component consists of an additional random movement force,
the magnitude of which is scaled by a predefined system parameter. Therefore,
both active and inactive membranes can be modelled.

3.2.6 CAM Controller Summary

Each A-Cell repeatedly cycles through the procedure of detecting membrane col-
lisions and calculating the associated forces they generate. The algorithm is sum-
marised in Figure 7.

3.3 Combined GRN-CAM Controller

The GRN and CAM controllers were combined as shown schematically in Figure 8.
The design of both controllers was essentially unchanged; the only major difference
is that the set of proteins in the GRN controller that act as an interface to the
robot’s actuation system now determine the expression of specific A-CAMs on the
robot’s virtual membrane, rather than directly controlling the robot’s movement.

Specifically, 12 proteins are associated with the level of expression of unique A-
CAMs on the A-Cell’s membrane. Therefore, the GRN actually varies the adhesion
between neighbouring A-Cells and any real actuation is generated as a result of
modelling the adhesions. The bonding relationships between the A-CAMs are
predefined such that four of them are capable of homotypic bonding while the
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1. Check which signals can be detected and calculate the

approximate distance and direction of their source.

2. Determine if there are any membrane collisions.

3. For each A-Cell in contact:

(a) Compare the values in the A-Cell’s transmission signal with

the values being broadcast from this A-Cell and calculate

any repulsive or attractive forces.

4. Sum any repulsive or attractive forces to calculate a single

force vector.

5. Add any random force to the force vector.

6. For each A-Cell in contact:

(a) Calculate the repulsive force generated by compressing the

membranes.

(b) Calculate the estimated bond strength.

7. For each adhesion site:

(a) Probabilistically decide which membrane to bond to.

8. Construct the new transmission signal.

9. Generate the final force.

Figure 7: A summary of the procedure employed by the CAM controller.
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Figure 8: Schematic of the combined GRN-CAM controller design

A-CAM Bonding Relationships

Homotypic Heterotypic
A-CAM1 – A-CAM1 A-CAM5 – A-CAM6

A-CAM2 – A-CAM2 A-CAM7 – A-CAM8

A-CAM3 – A-CAM3 A-CAM9 – A-CAM10

A-CAM4 – A-CAM4 A-CAM11 – A-CAM12

Table 3: The available A-CAMs and the possible bonds between them.

remaining eight are capable of heterotypic bonding. This provides eight different
bonding relationships for the GRN to exploit (Table 3).

To map each protein (p) to some level of A-CAM expression (Ap), its average
concentration is calculated across all 4 diffusion sites (as A-CAMs are distributed
evenly across the whole membrane). This gives a value between 0 and 1 which is
then multiplied by the maximum level of A-CAM expression that is allowed (m)4.

L(Ap, t) = m
1

|D|

∑

d∈D

Cp(t) (12)

4Given two A-Cells each expressing a single type of A-CAM, such that the two A-Cells adhere,
the maximum level of expression was calculated as the lowest value which, if expressed on both
A-Cells, would cause them to physically collide.



18

Furthermore, in the GRN controller, particular types of sensory protein were
produced in the cytoplasm when the robot was in close vicinity to another robot.
In the combined controller these proteins are now produced in proportion to the
number of A-CAMs on the membrane that are currently bound to A-CAMs on
neighbouring membranes. This is achieved by linking the 12 A-CAM types to the
concentration of 12 unique proteins. When one of the A-CAM types bonds with
an A-CAM expressed on another A-Cell’s membrane, the protein’s concentration
is increased by a level proportional to the number of bonds:

Cp(t + 1) = Cp(t) +
B(Ap)

m
(13)

where B(Ap) is the number of bonds formed by the A-CAM linked to protein p.
The specific protein actions for the combined GRN-CAM are summarised in

Table 2 (right-hand side).
For simplicity, in the experiments reported here we did not allow diffusion of

proteins between neighbouring robots in the combined controller. Differentiation
of gene expression could still occur due to the action of sensory proteins being
produced in proportion to the number of bound A-CAMs on a robot’s membrane;
these effectively signal how many other robots are in the immediate vicinity.

4 Evolution of Controllers

In order to produce controllers which will cause a group of Hydron units to achieve
a particular task, a genetic algorithm (GA) was employed to evolve a population
of genomes. A standard generational GA was used, with tournament selection and
elitism. Two-point crossover was applied, using different crossover points on each
parent, which therefore allowed the length of an offspring genome to be shorter or
longer than that of its parents (i.e. genome length can evolve over time).

To get a fitness value for each genome, it was used to construct an identical
controller for each of the HYDRON robots in the group. The controllers are
allowed to execute for a fixed duration, and the overall behaviour of the group is
then evaluated in terms of the given task and a fitness score assigned.

A series of tasks was designed to compare the quality of evolved controllers
when using the GRN controller by itself (Section 3.1) and when using the com-
bined GRN-CAM controller (Section 3.3).5 Three different tasks were used, of
increasing difficulty, as described in Sections 5.1–5.3. Five evolutionary runs were
performed for each of the six conditions (3 tasks and 2 controller types). The de-
fault parameter values, which were used in each case unless otherwise stated, are
listed in the Appendix. To evaluate the fitness of a controller, an identical copy of

5Experiments with the CAM-only controller are not reported here, as the first of the tasks
we investigate is easy for a (manually designed) CAM controller, while the other tasks are
impossible for the CAM controller by itself. An extensive investigation into the properties of the
CAM controller is reported in [Ottery, 2006].
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it was placed into 36 robots, and fitness was recorded as the mean performance of
the system over three separate trials starting from different initial configurations
(with compactness values 0.4, 0.5 and 0.6 as defined in Equation 17, Section 5.1).

4.1 Smart Mutations

In addition to combining the GRN and CAM controllers, we also introduced a new
type of mutation during the evolution experiments reported here.

The successful evolution of a GRN controller with non-trivial dynamics requires
that (some of) the proteins in the cytoplasm bind to the regulatory regions of
other genes; it is only in this way that proteins can act as signals to influence
the dynamics of the robot, thereby allowing the creation of complex regulatory
networks. There is therefore a matching problem during evolution—to successfully
evolve a new regulatory gene it is insufficient just to add a new gene to the genome;
its product must actually be able to bind to the regulatory region of at least one
other gene if it is to have any effect.

In the original design of the GRN controller as reported in [Taylor, 2004], this
correspondence between gene products and regulatory regions could only evolve
by fortuitous mutations. However, if we are willing to relax the biological realism
of the analogy, we can improve the design of the evolutionary algorithm in order
to make these correspondences much more likely to occur. This is achieved by in-
troducing an additional type of mutation, called a smart mutation, which operates
as follows.

During the fitness evaluation of each genome, a record is kept of the high-
est instantaneous cytoplasmic concentration (in any of the robots in the cluster)
achieved by each protein during the course of the evaluation. Similarly, for each
gene, a record is kept of the minimum and maximum concentrations of regulators
for that gene (i.e. the sum of concentrations of all enhancers minus the sum of
concentrations of all inhibitors) at any point during the evaluation.

When each genome in the population has been evaluated and selection had been
applied to generate a new population, smart mutations are applied to members of
the new population, followed by the standard crossover and mutation operators.
The smart mutations are applied to each non-elite genome with a fixed probability
p

genome
SM (= 0.75 in the experiments reported here). The method of application is

as follows.
Each gene on the genome is considered in turn. For each gene, three different

types of smart mutation are considered: mutation of the output function; mutation
of the regulators; and mutation of the signal protein (if appropriate). Each type of
smart mutation is applied to the gene with probability p

gene
SM (= 0.75). The three

types are now described in turn.
The goal of a smart mutation to a gene’s output function is to align the gene’s

range of sensitivity to its regulator concentrations with the actual range of reg-
ulator concentrations observed when the controller is in operation. If the gene
has an “above zero” output function (i.e. Step Above Zero or Gradient Above



20

Zero, Figure 4), and the observed maximum regulator concentration cobs
R is greater

than the threshold value specified by the gene, then the gene is edited to reset
the threshold to a uniform-randomly chosen value between zero and cobs

R . If the
gene has an “above zero” output function and cobs

R < 0, then the gene is edited to
specify a “below zero” function instead (a Step Above Zero function is changed to
Step Below Zero, and Gradient Above Zero is changed to Gradient Below Zero).
If the gene has a “below zero” output function, then the opposite of the above
procedure is applied.

The goal of smart mutation of a gene’s regulators is to ensure that each reg-
ulator could potentially have an effect on the gene’s activation in practice. For
each regulator (be it either an inhibitor or an enhancer), if the observed maxi-
mum concentration of the corresponding protein cobs

P was zero, then the regulator
specification is edited to use a protein selected at random from the list of proteins
that were observed to achieve non-zero concentrations during the operation of the
controller.

Finally, if the gene specifies that its product should be placed at a diffusion site
defined by the concentration of a specific signal protein (i.e. Product Placement
Scheme 0 or 1, with signal protein specified by the gene’s Product Placement
Parameter), and if the observed maximum concentration of the corresponding
signal protein cobs

P was zero, then the gene’s Product Placement Parameter is edited
to specify a different signal protein, selected at random from the list of proteins
that were observed to achieve non-zero concentrations during the operation of the
controller.

In this way, the smart mutations ensure that, in general, genes are responsive
to the specific proteins that are produced in the cytoplasm during the operation of
the controller, rather than to randomly chosen proteins which may never actually
be expressed.

5 Experiments

The tasks outlined below are presented in order of difficulty. In each case, a sample
of five evolutionary runs were carried out for both the GRN-only controller and the
combined controller. Unfortunately, the evaluation time required for each individ-
ual run (several days when running in parallel on a dedicated 16-node computer
cluster) meant that a larger sample was not feasible. However, the bootstrapping
method was applied to improve the error estimates [Efron and Gong, 1983]; each
sample was resampled 5000 times to give a standard error estimate which is then
used to determine the confidence error.

During the execution of each task it is clearly desirable that, at the very least,
the robots maintain a single connected aggregate.6 Therefore, the fitness value

6In the combined GRN-CAM controller a connection is achieved through membrane contact
whereas in the GRN-only controller it implies that robots are within communication range.
During these experiments the two distances are equivalent.



21

awarded to each controller (Ft) was divided into two separate components. The
first of these (F1), simply reflects the proportion of the simulation during which
the connected aggregate was maintained:

F1 =
TM

TE

(14)

where TE is the total evaluation time and TM is the time the connected aggregate
was maintained for. The second (F2), was the fitness score achieved in relation to
the specific task, and therefore was only awarded when the aggregate was main-
tained for the entire simulation period. These components were combined with the
relative weightings of 0.1 and 0.9 respectively, giving the two following scenarios.

1. Aggregate not maintained:

Ft = 0.1F1 (15)

2. Aggregate maintained for the duration of the simulation (F1 = 1):

Ft = 0.1 + 0.9F2 (16)

In addition, to determine a more general fitness value, each controller was
evaluated from three different initial configurations. Each of these was selected
from a population of randomly generated configurations in which the aggregates
were fully connected, such that they had compactness values 0.4, 0.5 and 0.6 (see
[Ottery, 2006] for details). Once all three fitness values were calculated, the average
result was taken.

5.1 Clustering

The first task tests the controllers’ ability to perform simple aggregation or round-
ing. We used the compactness C of the robot cluster as a measure of aggregation:

C =
4πa

p2
(17)

where a is the area of the concave hull defined by the robots’ positions, p is its
perimeter, and (0 ≤ C ≤ 1). However, to encourage the controllers to achieve
maximum compactness as soon as possible, the final fitness is calculated as the
mean compactness of the aggregate over the entire 100s evaluation period (TE).

F2 =
1

TE

TE
∑

i=0

Ci (18)
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5.2 Response to External Signal

This task was designed to investigate whether the controllers could easily switch
between different functions in response to some environmental trigger. In practice,
such a trigger could take the form of a change in any environmental condition that
the robots are able to detect and would result in a corresponding change in concen-
tration of one or more sensory protein(s). Therefore, this was represented in the
simulations by increasing the concentration of a small number of proteins in each
robot’s cytoplasm at some random time TS, within a predefined period. The fitness
value for the task was based on the robot aggregate’s ability to demonstrate dif-
ferent behaviours before and after the signal was introduced. In this case, initially
the aggregate was rewarded for maintaining a constant minimum enclosed area.
However, once the signal was introduced, it was instead rewarded for maintaining
a constant maximum enclosed area.7 The fitness function therefore had two com-
ponents relating to the difference between the area values D and the variance V

of each period of the simulation.

ma =
1

TS

TS
∑

i=0

ai (19) mb =
1

TE − TS

TE
∑

i=TS+1

ai (20)

D =
mb

ma + mb

(21)

where ai is the area of the aggregate’s concave hull at time i and TE is the full
evaluation time of the simulation.

v2

a =
1

TS

TS
∑

i=0

(ai − ma)
2 (22) v2

b =
1

TE − TS

TE
∑

i=TS+1

(ai − mb)
2 (23)

V =
min(vavb, kvmamb)

kvmamb

(24)

where the constant kv is used to control the maximum level of variance that impacts
on the reward (0.25 in these experiments). As both D and V have different levels
of importance the final fitness is defined as:

F2 = kfD + (1 − kf)(1 − V ) (25)

where kf determines the relative weighting.
In the simulations presented in this work the evaluation period was set to 100s

and the signal was introduced at a random time in the period 50±20s. In addition,
the control parameter kf was set to 0.75 to add extra weight to the level of change
in the aggregate’s behaviour.

7If there is no notion of maintaining a constant configuration, the controllers tend to exploit
the dynamics of the simulation to produce solutions where the behaviour is fine tuned to the
evaluation period TE .
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5.3 Differentiation of Function

Differentiation is the process which allows a collection of initially homogeneous
agents to divide into a number of distinct subsets, each of which is capable of per-
forming a more specific function. This aim of this task was to determine whether
the controllers could achieve this by splitting an aggregate of A-Cells into two
equally sized sets (A and B), each exhibiting a unique pattern of protein expres-
sion. In the actual simulations, the patterns that were selected involved two ranges
of 16 proteins α and β, such that one pattern was achieved by maximising the con-
centration of the α proteins while minimising the concentration of the β proteins
and the second pattern was achieved by performing the converse. To encourage
the population to differentiate as quickly as possible, the mean difference between
these concentrations during the entire evaluation period was used to calculate the
final fitness value. Therefore, it was possible to determine the degree to which any
single robot was a member of either A or B using the following dr values:

ga =
1

U |α|

TE
∑

t=0

∑

i∈α

ct
i (26) gb =

1

U |β|

TE
∑

t=0

∑

i∈β

ct
i (27)

dr =
1

2
(ga + (1 − gb)) (28)

where ct
i is the cytoplasmic concentration of protein i at time t, and U is a nor-

malisation constant representing the maximum summed concentration of a single
protein over the entire evaluation period.8

Therefore, both ga and gb and thus dr will be in the range [0.0, 1.0], with:

dr







> 0.5, if there are more set α proteins than set β

= 0.5, if both sets of proteins are equal
< 0.5, if there are more set β proteins than set α

(29)

Thus, the robots can be assigned to A and B, such that A consists of those
with the highest 50% of the dr values. The overall fitness is then defined as:

F2 =
1

n





∑

i∈A

di +
∑

j∈B

(1 − dj)



 (30)

Therefore, if the robots are completely undifferentiated (all the dr values are
the same), F2 = 0.5. However, if as desired the robots in A express more of the set
α proteins than set β proteins and the reverse is true for the robots in B, F2 > 0.5
indicating that the robots have partially differentiated.

8Specifically, U was defined as U = TE

Ts

∗ Ndiff ∗ Pmax, where Ts is the period of a single
timestep, Ndiff is the number of diffusion sites and Pmax is the maximum concentration of a
protein. This gives a value of 2000 for these experiments.
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5.4 Robustness of Evolved Controllers

When the evolution experiments were complete, we took the best evolved controller
for each of the six conditions (3 tasks and 2 controller types) and analysed their
robustness under a variety of scenarios.

Scalability To evaluate the scalability of the evolved controllers, their perfor-
mance was tested for a variety of different group sizes in the range 12–60 robots.
For each group size, a random initial configuration with a compactness index of
0.5±0.01 (the mid-range of those used during evolution) was selected.

Specificity of Initial Configuration A wider variety of initial configurations,
with compactness values in the range [0.0, 0.8], were used to examine how depen-
dent the evolved behaviours were on the robots’ initial configuration.

Added Random Motion The final tests investigated how well the evolved
controllers could cope with levels of environmental perturbations which differed
from those under which they were evolved. Three sets of experiments were carried
out in total; (1) Small random forces applied to each robot, (2) Small random
torques applied, and (3) Small random forces and torques applied. The ranges
used for these tests were derived from earlier simulations of the cell adhesion
system.

5.5 Implementational Variations

We also conducted experiments to test the effect of a number of implemenational
issues, and extensions to the controller design, on the performance of the system.

No Smart Mutations We ran 5 independent evolutionary runs of the GRN
controller in the Clustering task without smart mutations, in order to gauge the
difference that the smart mutations made to the results achieved.

External Protein Diffusion In most of the experiments reported with the
combined GRN-CAM controller, we did not allow proteins to diffuse between
neighbouring robots (as explained in Section 3.3). We also ran 5 independent
evolutionary runs of the GRN-CAM controller in the Differentiation of Function
task, in which Protein 0 was allowed to diffuse between robots (as in the GRN-only
experiments).

Evolution of Rate of Protein Dynamics There are a number of parameters
controlling the protein dynamics rates in the GRN (and combined) controller.
Specifically, one controls the internal diffusion rate of proteins in the cytoplasm of
an individual robot, one controls the external diffusion rate of proteins between
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robots, and a third controls the attenuation rate of proteins in the cytoplasm. In
most of the experiments reported, these rates are externally defined and constant
(see Appendix).

We also conducted a series of experiments in which each genome, in addi-
tion to its standard content, also specifies values for these three protein dynamics
rates. These values were allowed to evolve to see if the system could find the most
appropriate dynamics rates for the task in hand. At each generation, each rate
specification on the genome was mutated with probability 0.05. If mutated, the
value was changed by a value uniform-randomly chosen from the interval ±0.15
(with the new value capped at 1.0 or 0.0 if necessary). 5 independent evolutionary
runs of the GRN controller were conducted on each of the three tasks (Clustering,
Response to External Signal, and Differentiation of Function).

6 Results and Analysis

6.1 Controller Evolution

The controller evolution results for both controllers are shown in Figure 9. In each
case, the mean and maximum fitness values are given for each generation of a full
evolutionary run. Most significantly, the results show that the combined GRN-
CAM controller achieved better final fitness values for each of the three tasks. In
addition, it also appears far easier to find solutions for the combined controller,
which often starts at generation 0 with a higher fitness than the best controllers
evolved for the GRN by itself. Additionally, the performance of the combined
controller is more consistent, as indicated by the smaller error bars.

The difference in performance is most clearly marked in the initial clustering
task. In this case, the combined controller can solve the task, to some degree, by
simply expressing any two A-CAMs which adhere. The only real challenge for the
GA is to find a GRN which sets the levels of A-CAM expression that generate the
most appropriate level of adhesion for the environment.9 This is particularly visible
in the results which show that even at generation 0 the best individual achieved a
very high fitness which was then increased only slightly over the remainder of the
run.

In the signal response task, the combined GRN-CAM controller again finds a
solution relatively quickly. However, the benefit of combining the controllers is
more obvious as the GA is able to find progressively better solutions during the
course of the run. An example of an evolved genetic regulatory network for the
combined controller for this task is shown in Figure 10. In this figure, each gene
is plotted on the vertical axis, and the corresponding horizontal row shows which

9In practice, as the combined controller does not require any dynamic behaviour to achieve
this task, the GRN actually adds unnecessary complexity. Instead, a GA could simply be used
to directly set the levels of A-CAM expression which could remain fixed for the duration of the
simulation.
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Figure 9: Mean and maximum fitness over time for each of the six evolution
conditions. Note the different scale on the bottom-right graph (in this experiment,
the population mean increased gradually but remained below 0.55 hence is not
visible on the graph; see text for details).
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Figure 10: Gene regulation matrix of the best evolved GRN-CAM controller for
the signal response task. Each square represents the regulation of the gene along
the horizontal axis by the product of the gene on the vertical axis. A white
square denotes no regulation, light grey denotes enhancement, dark grey denotes
inhibition, and black denotes both enhancement and inhibition.

other genes it regulates. From this regulation matrix we can identify that 8 of the
17 genes in the genome are involved in regulation, with each of these inhibiting
or enhancing up to 4 others. The introduction of the signal can clearly be iden-
tified on the protein trace (Figures 11 and 12) as the sudden production of the
signal proteins (protein numbers 1-15) 40 seconds into the simulation. For the
GRN-CAM controller (Figure 11), this signal causes a change in gene expression
and the GRN quickly settles into a new stable state. In this new state, there is
a clear change in the expression of proteins, particularly those proteins involved
in the production of A-CAMs (protein numbers 36-47). Figure 13 shows screen
shots taken at regular intervals during the simulation the traces were taken from.
Viewing a simulation of the best solution for the GRN-only controller, no notice-
able change in behaviour is apparent and in many cases the aggregate even fails
to remain connected. The traces do show a momentary change in behaviour as a
result of the signal (Figure 12). However, the GRN quickly reverts to its earlier
pattern of expression.

Finally, in the differentiation task, it can be seen that the combined controller
rapidly achieves differentiation, as indicated by the fitness in excess of 0.55.10

However, the GRN-only controller fails to find any solution. In addition, the
results show that although the combined controller does continue to improve, the
overall increase in fitness is actually very small. This is mainly due to the very large

10Using only the differentiation fitness function a value of > 0.5 indicates differentiation.
However, in the final fitness value this increases to 0.55 (i.e. 0.5 × 0.9 + 0.1, see Equation 16).
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Figure 11: Traces obtained from a genetic regulatory network which was evolved
to carry out the signal response task with the combined GRN-CAM controller.
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Figure 12: Traces obtained from a genetic regulatory network which was evolved
to carry out the signal response task with the GRN-only controller.
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Figure 13: Screen shots of the combined controller carrying out the signal response
task. The signal was introduced at exactly 40s.
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upper bound (U) used in the fitness calculation (see Section 5.3).11 An example
of the evolved differentiation behaviour from a GRN-CAM controller is shown in
Figure 14.

6.2 Controller Quality

To evaluate the robustness of the evolved controllers, the best combined GRN-
CAM controller and the best GRN-only controller obtained for each of the previous
tasks were then subjected to the robustness tests for scalability, specificity to initial
configuration, and ability to cope with perturbations described in Section 5.4. For
each scenario, each of the controllers was again evaluated for its respective task
while the simulation setup was modified as described. A sample of 20 runs were
carried out for each of the parameter values.

The results of these robustness experiments are shown in Figures 15–17. Again,
the combined controller outperformed the GRN-only controller and in most cases
it is clear that the scenarios had a significantly smaller effect on its performance. In
addition, the combined controller still shows far greater consistency, significantly
so for both the clustering and differentiation tasks.

The results show most clearly that the significant difference between the mod-
els appears to be their ability to cope with environmental changes. The different
conditions have very little effect on the combined controller. However, when the
level of the random movement forces increases above those that were present dur-
ing evolution, the GRN-only controller’s performance begins to deteriorate. In
addition, the presence of any torque appears to reduce the performance of the
GRN-only controller (as can be seen by the difference between the simulations
with only random movement forces and random movement forces with a small
fixed torque) and an increase in torque has a disastrous effect. This is possibly
due to a time lag in the GRN between the detection of externally diffusing pro-
teins and the production of actuation proteins. For example, if a robot detects a
neighbour in one direction and it rotates before the appropriate actuation proteins
are produced, it will head off in the wrong direction.

There is also a significant effect on both types of clustering controller when the
initial configuration is changed. However, this is understandable given the task
as the robots will require a longer time to cluster from an initially less compact
configuration.

11In actual fact, due to an error, the U value that was used while the results were recorded
was double the size of the true maximum. Therefore, the maximum achievable fitness in the task
was actually 0.775.
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Figure 14: Screen shots of the combined controller carrying out the differentiation
task. The shading indicates the level of difference between the two groups of
indicator proteins at that time step, 1

2
(ga + (1 − gb)) (see Section 5.3).
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Scalability Initial Configuration
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Figure 15: Robustness experiments carried out with the clustering controllers.
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Figure 16: Robustness experiments carried out with the signal response controllers.
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Scalability Initial Configuration
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Figure 17: Robustness experiments carried out with the differentiation controllers.
The results for the GRN-only controller cannot be seen as the mean values were
generally below the lower bound of the scale.
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6.3 Implementational Variations

6.3.1 No Smart Mutation

The results from the runs with no smart mutations are shown in Figure 18(a).
Comparing these with the results from the GRN Clustering run with smart mu-
tations (top left graph in Figure 9), we can see that the performance of the best
individual and the population means are both consistently higher in the runs with
smart mutations (although the difference is not significant at the 0.05 level due to
the wide confidence limits).

Clustering Differentiation

G
R

N
O

n
ly

0 20 40 60 80
0

0.2

0.4

0.6

0.8

1

F
itn

es
s

Generation

Best Individual   
Population Mean   

G
R

N
-C

A
M

0 20 40 60 80
0.55

0.5505

0.551

0.5515

0.552

F
itn

es
s

Generation

Best Individual   
Population Mean   

(a) (b)

Figure 18: (a) Mean and maximum fitness over time for the GRN Clustering
run with no smart mutations. (b) Mean and maximum fitness over time for the
GRN-CAM Differentiation of Function run with external diffusion of Protein 0.

6.3.2 External Protein Diffusion

Figure 18(b) shows the results of the runs with the GRN-CAM controller where
some external diffusion of proteins was allowed, for the Differentiation of Function
task. If we compare these results with the corresponding run where external dif-
fusion was not allowed (bottom right graph in Figure 9), we see that the results
are virtually identical. This indicates that, as originally assumed, the addition
of a sensory protein that is produced in proportion to the number of bound A-
CAMs on the membrane is a suitable replacement to the external protein diffusion
mechanism—both techniques allow an individual robot to react to the presence of
other robots in their vicinity. Of course, the external protein diffusion mechanism
is more general and potentially more powerful for complex tasks, but in the tasks
tested here the “bound A-CAM sensor protein” mechanism was sufficient.
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Figure 19: Mean and maximum fitness over time for runs with evolution of rate
of protein dynamics.

6.3.3 Evolution of Rate of Protein Dynamics

Results from the runs in which the rates of protein dynamics were allowed to evolve
are shown in Figure 19. Comparing these results to those where the rates were not
allowed to evolve (left column of Figure 9), we see that the results with evolvable
rates were actually worse than with fixed rates, for all tasks. This was somewhat
unexpected, and further tests are underway to investigate this result. Looking at
the evolved rates for each of the three parameters in the individual evolutionary
runs for each task (not shown), it is apparent that there are no consistent values
to which these parameters are evolving—the final values arrived at in each run are
quite different. It may be that trying to evolve all three parameters concurrently
and independently is not the best approach; further experiments are currently
underway to test different approaches.

7 Conclusion

It has been demonstrated that by combining the GRN controller with the CAM
controller it is possible to improve upon each individual system’s performance.
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By adding the CAM controller (which already implements a robust self-organising
behaviour) to the GRN controller, it removes the need for the GRN to interface
directly with the robot’s sensors and actuators. This appears to make the evolution
of effective controllers easier and improves the robustness of the controllers that are
evolved. In theory this would also make it possible to transfer the same controller
to any robot which implements the CAM model.

Additionally, adding the GRN controller to the CAM controller allows both
temporal and spatial differentiation of A-CAM and protein expression across the
population of robots. This allows more complex tasks to be performed with a
population of (initially) purely homogeneous robots. As an example of temporal
differentiation of expression, a GRN-CAM controller was evolved which caused the
population of robots to adopt an initial spatial pattern, but then switch to a dif-
ferent pattern upon detection of an external signal (see Section 6.1 and Figure 13).
As an example of spatial differentiation of expression, a GRN-CAM controller was
evolved which in which some robots in the group developed one pattern of protein
expression, while the other robots developed a different pattern of expression (see
Section 6.1 and Figure 14). This could be used, for example, as the starting point
for developing clusters in which sub-groups of robots perform specialised tasks.

The “smart mutation” mechanism described in Section 4.1 appears to provide
a useful increase in performance for the evolved controllers (Section 6.3.1). The
method could easily be applied to other applications that involve the evolution of
genetic regulatory networks (e.g. [Bongard, 2002, Quick et al., 2003, Kumar and
Bentley, 2003]).

Experiments with allowing the rates of the GRN dynamics to evolve in order
to suit the particular task in hand (Section 5.5) did not produce successful results
(Section 6.3.3). This was somewhat surprising, as it is reasonable to assume that
there is an optimum combination of diffusion and attenuation rates for any given
task. Further analysis if under way to investigate the reasons for this failure.

Some possibilities for future work are to allow proteins in the combined GRN-
CAM controller to control the expression of A-CAMs in localised areas of the
membrane or to diffuse externally between the robots as they do when the GRN
controller is used by itself. Both of these additions would greatly increase the
range and complexity of tasks that can be performed with this system.

Finally, the current simulation can be modified to allow three dimensional
movement. This would then make it possible to investigate the transfer of the
evolved controllers to the real hardware. The results of the robustness tests indicate
that the transfer of controllers evolved in simulation onto the real hardware should
be feasible without a great change in the resulting behaviour.
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Appendix: Experiment Details

Genetic Algorithm Parameters: Population Size= 60, Generations= 100, Elite Group Size= 1,

Tournament Size= 3, Crossover Probability= 0.6, Mutation Probability= 0.002, Initial Genome

Size= 1000. CAM Parameters : Repulsion Factor m = 2, Damping Coefficient d = 0.4, Environ-

mental Perturbations: Max Random Forces= 0.01N, Max Random Torque= 0.001Nm. Protein

Dynamics Parameters: Attenuation constant k = 0.05, Internal diffusion constant d = 0.05, Ex-

ternal diffusion constant e = 0.025, External signal attenuation constant kT = 0.0009, External

Signal Fitness Function Parameters: kv = 0.25, kf = 0.8.
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